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ABSTRACT

Cloud computing provides users with a virtual combination of resources via internet. Considering the dynamism of accessible resources, task scheduling is one of the most important challenges in cloud computing. Good scheduling reduces task completion time, increases processor efficiency, and ensures user satisfaction. Efficient scheduling can be obtained by various ways. Considering that ant algorithm suits dynamic environments, we employed it as an optimal solution in the scheduling algorithm proposed in this paper in order to compute optimal virtual machine for each task. To measure the pheromone, we employed resource processing capacity, load balancing, and data-aware scheduling technique. This technique selects the most suitable virtual machine based on three factors of bandwidth, origin machine load, and destination machine load. The results obtained by Cloudsim simulator demonstrated that the proposed algorithm optimized task completion time and mean imbalance degree for different cloudlets compared with FCFS algorithm.
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INTRODUCTION

Cloud computing is a model of distributed computations composed of a large number of resources and requests, which shares resources on the internet as a service [1]. These systems utilize scheduling in order to increase task completion rate, increase resource efficiency, and consequently increase computational power. [2]. Task scheduling is a key process in service infrastructure of cloud computing environment, which efficiently executes the requests entering the system considering cloud environment specifications. Task scheduling considers virtual machines as
scheduling units for allocating heterogeneous physical resources to execute the tasks. Each virtual machine is an example of cloud computing and storage capacities. [3].

Due to dynamism and heterogeneity of cloud computing environment, task scheduling is a very important challenge [4]. It is difficult to find a good solution with the capability to minimize execution time of each task, to reduce execution time of a combination of tasks, and to consider the load balance between resources. Below are some of the reasons [5]:

- The number of requests entering the system is far more than the number of resources and this situation is persistent.
- Characteristics of the requests entering the environment, such as arrival time, execution time and needed memory, are in continuous change.
- Cloud computing environment is a combination of heterogeneous resources.
- The resources have dynamic hardware and software characteristics such as load volume, free memory available on system, and communication network characteristics such as bandwidth and traffic.

The aim of task scheduling is to ensure minimum execution time, maximum processor efficiency, and load balance between all processors or a combination of them. Various solutions have been proposed in this regard, including greedy algorithm, circular shift algorithm, first-come first-served algorithm most-least algorithm, and least-least algorithm. These algorithms often neglect such criteria as efficiency rate, resource use, load balance, and quick response to requests. Task scheduling is one of the important challenges in cloud computing systems, because the aim of scheduling algorithm is to optimally schedule the tasks so that the tasks are allocated to the most appropriate resources in optimal time. Moreover, due to various reasons such as heterogeneity and dynamism of resources and requests, task scheduling in cloud computing environment is an Np-Hard problem [6].

Np-Hard problems can be solved by a variety of solutions. Considering that the aim of algorithm is to optimally schedule the tasks, ant algorithm can be an optimal solution to Np-Hard problems. Ant colony optimization algorithm has been inspired by natural ants living together in big complexes. This algorithm is a very efficient algorithm in mixed optimization problems. By developing and maintaining the connection of initial routes, this algorithm optimizes the
problems relating to finding and keeping optimal routes in a communication network in cloud computing environment. Ant algorithm is an optimal method for ensuring the reduction of task completion time and maintenance of load balance of virtual machines. In this algorithm, resources are selected based on the amount of pheromone left by ants. By pheromone here is meant computational capacity of resources. In addition, it is recommended to employ data-aware scheduler technique in selecting the resources [7]. Considering the heterogeneity of cloud computing environment, data-aware scheduling can offer a good solution in heterogeneous environments. This scheduler may include data transmission, data allocation, data releasing, and data deletion. It is able to control a number simultaneous requests coming from each storage system. By offering numerous patterns regarding effective use of resources, management of memory spaces, and data replacement in end-to-end work process, this scheduler can offer task scheduling in heterogeneous environments with a good efficiency rate and load balance. [7].

To maintain load balance and minimize task completion time, the proposed algorithm, as inspired by ant algorithm, selects the optimal virtual machine for each task based on the amount of left pheromone. To measure the pheromone, we used processing capacities of resources, load balancing, and data-aware scheduler technique. Data-aware scheduler technique suits dynamic and heterogeneous environments and prevents the formation of long waiting queues for task allocation to virtual machine. This technique selects the most appropriate virtual machine based on three factors of bandwidth, origin machine load, and destination machine load [8]. One of the scientific-applied objectives of this study is to improve task algorithm in cloud computing environment with an inspiration from data-aware scheduler and ant algorithm. Ant algorithm is able to find and maintain optimal routes in a communication network in cloud computing environment. This algorithm offers a variety of methods to find the optimal route. In this paper we employ data-aware scheduler technique to select appropriate resources.

Other parts of this paper are as follows: part 1 reviews the literature; parts 3 and 4 delineates ant algorithm and data-aware scheduler; and parts 5 and 6 set forth the evaluation and analysis of the proposed method using Cloudsim software.

LITERATURE REVIEW
Cloud computing includes a large number of resources and requests and shares resources via the internet as a service [10]. Cloud computing system provides user with online commercial applications via browser or other software programs. Information and
applications are stored on servers and provided to users according to their requests. In this architecture, data is mostly put on available servers in the internet and both applications and cloud servers run on user’s browser [2]. General architecture of cloud computing consists of five layers: software as a service (SaaS), platform as a service (PaaS), infrastructure as a service (IaaS) and server layer [9]. Users might feel the presence of first and second layers more, while other layers are also very important to service providers and developers [10-11]. One of the key processes in service infrastructure layer is task scheduling. The aim of task scheduling is to efficiently execute the requests entering the system with consideration to other characteristics of cloud environment [11]. In the next part we explain task scheduling.

**Task Scheduling in Cloud Computing**

Task scheduling in service infrastructure layer considers virtual machines as scheduling units for allocating heterogeneous physical resources in order to execute the tasks. Each virtual machine is an abstract unit of computational and storage capacities in cloud environment [3]. Generally, scheduling is the process of allocating tasks to available resources based on task specifications and demands. Available resources should be used effectively without the influence of cloud service parameters [12]. Scheduling in cloud environment can be divided into three steps: resource discovery, information collection, and task scheduling [6]. The goal of scheduling is to minimize task completion time, maximize processor efficiency, and balance load between all processors or a combination of them. Various solutions have been presented for this purpose. One of the important challenges in cloud computing systems is task scheduling, because the purpose of scheduling algorithm is to optimally schedule the tasks so that the tasks are allocated to the most appropriate resources in optimal time. Moreover, due to various reasons such as heterogeneity and dynamism of resources and requests, task scheduling in cloud computing environment is an Np-Hard problem. [7]. These problems should be solved by explorative methods. Among the explorative methods, Ants algorithm is more suitable to Np-Hard problems. This algorithm is easy to implement and is more cost effective [13]. In the next paragraphs we explain Ants algorithm.

**Ant Algorithm**

Ant colony algorithm is an efficient algorithm which can solve mixed optimization problems in heterogeneous and dynamic environments. The main idea of this algorithm is as follows:

- In zero time, each ant randomly selects a node to start. In this step,
the amount of start pheromone $\tau_{ij}(0)$ for $(i,j)$ is measured.

- According to probability equation 1, ants select the next node. This is

$$\rho_{ij}^k(t) = \begin{cases} 
\frac{[\tau_{ij}(t)]^\alpha [\eta_{ij}(t)]^\beta}{\sum_{k \in \text{allowed}_i} [\tau_{ik}(t)]^\alpha [\eta_{ik}(t)]^\beta} & \text{if } k \in \text{allowed}_i \\
0 & \text{Else} 
\end{cases}$$

(1)

$\tau_{ij}(t)$ is the value of pheromone to yal $(i,j)$, $\eta_{ij}(t)$ is the value of explorative data which equals $\eta_{ij}(t) = \frac{1}{d_{ij}}$, $d_{ij}$ is the distance between node $i$ and $j$. $\alpha$ and $\beta$ are two parameters for controlling relative weight between pheromone and the value of explorative data.

- Updating the pheromone relating to each group
- Comparison the amount of pheromones and selection of the most optimal and the most effective route

In the proposed algorithm, which is inspired by Ants algorithm, computational capacity of resources is considered as pheromone. However, since cloud computing environment is dynamic and faces a large volume of requests, both processor resources and storage resources must be scheduled. In dynamic and distributed environments, data-aware scheduler is a good choice for scheduling storage resources. Therefore, we use data-aware scheduling technique to compute the probability of selecting the next resource.

Data-Aware Scheduling

Data-aware scheduler has been designed for distributed and dynamic environments. This scheduler recovers the data regarding available resources and loading information for each node. Based on this data, data-aware scheduling module selects the right node for scheduling different works [14]. Furthermore, this scheduler has been designed for data replacement and data movement, so such specifications as data transfer, storage place and data releasing and separation are included in the scheduling. This scheduler enables user to schedule processor resources and storage resources at the same time and also prevents the formation of long waiting queues for allocating tasks to virtual machine [8].

In data-aware scheduling, wherever there is a large volume of tasks, tasks are separated and the copy of the required data is saved in the same node. But since the number of data copies is not sufficient, copy management mechanism is also added. In copy management mechanism, data copies must not change after scheduling. In other words, scheduler is responsible for the copies
developed in scheduling process. Copy management mechanism consists of the following steps [14]:

1. Time of development of a new copy of data
2. A method for selecting a new node for the maintenance of data copy
3. Pre-scheduling the related tasks
4. Duration of expired time of data copy

The selection of a new node is influenced by three factors: total network bandwidth, origin node load, and destination node load. [14]

1. PROPOSED ALGORITHM

As mentioned earlier, scheduling means finding an optimal solution to allocate user tasks to virtual machine, with minimum time between the start of the first task and the end of the last task. Tasks are shown by 
\[ T=\{T_1, T_2, ..., T_n\} \]
and vms are shown by
\[ vm=\{vm_1, vm_2, ..., vm_n\} \]

With two techniques of ant algorithm for selecting resources and data-aware scheduler for measuring the pheromone, the proposed scheduling policy is as follows:

**First Step: Start**

In this step, start pheromone value for each virtual machine is measured. In other words, ants are randomly placed on virtual machines for the first task. By pheromone here is meant total capacity of processing resources and appropriateness of the resource. The value of pheromone VM \( j \) is measured by equation 2:

\[ T_j(0)=num_{proc}j \times MIPS_{proc}j + vm_{transmission}j + \text{suitable node dataaware}_j \]

\[ Z = \text{Destination node load} + \text{origin node load} + \text{network bandwidth} \]

**Second Step: Mechanism of decision making and selecting virtual machine**

Ant K selects a task from the list of outstanding tasks and allocates the task to VM \( j \) with probability of equation 4.

\[ p^*_j = \begin{cases} \frac{[t_j(t)]^\alpha [EVT_j]^\beta [LB_j]^\gamma}{\sum[t(t)]^\alpha [EVT_j]^\beta [LB_j]^\gamma} & j = 1 \ldots n \\ 0 & \text{Else} \end{cases} \]

\( \tau_j(t) \) is the value of pheromone VM \( j \) in time \( t \)
is computational capacity of VM\(_j\) which is measured by equation 5:
\[
EV_j = \text{num\_proc}_j \times \text{MIPS\_proc}_j + \text{vm\_transmission}_j
\]  
(5)

\(LB_j\) is load balance factor of VM\(_j\), which is measured by equation 6:
\[
LB_j = 1 - \frac{\Delta}{EV} \quad 0 \leq LB \leq 1
\]  
(6)

\(EV\) is the mean of computational capacity of all virtual machines and \(EV_j\) is computational capacity of VM\(_j\), which is measured by equation 7:
\[
EV = \frac{1}{m} \sum_{j=1}^{m} EV_j
\]  
(7)

Standard deviation is shown by \(\Delta\) and equals equation 8:
\[
\Delta = \sqrt{\frac{1}{m} \sum_{j=1}^{m} (EV_j - EV)^2}
\]  
(8)

Sometimes virtual machines have too much load, which causes the development of bottleneck in cloud and affects task completion time. Hence, load balance factor \(LB_j\) is used in algorithm to improve load balance capacity. Thus virtual machine with highest load balance value is selected.

**Third Step: Updating Pheromone**

When each ant finds an optimal solution for each task, the value of pheromone of the selected virtual machine is updated by the best ant with the lowest completion time. Since \(\tau_j(t)\) is the intensity of pheromone VM\(_j\) is time \(t\), pheromone is updated according to equation 9:
\[
\tau_j(t + 1) = (1 - \rho) \times \tau_j(t) + \Delta \tau_j
\]  
(9)

\(\rho\in[0,1]\) is pheromone reduction coefficient. The highest value equals 1 and the lowest value equals the value of pheromone of the previous solution. The value \(\Delta \tau_j\) is defined as follows: When an ant completes its journey, local pheromone of the visited virtual machines is updated and the value \(\Delta \tau_j\) is obtained by equation 10:
\[
\Delta \tau_j = 1/\tau_{t_i}\n\]  
(10)

\(\tau_{t_i}\) is the shortest route which has been found by \(K\) ant in \(i\) repetition.
Simulation of the Proposed Algorithm

There is a variety of simulation software programs which are able to simulate cloud processing and network processing. They are mostly based on Java and enable to simulate all aspects of these technologies. Cloudsim simulator is based on Java and is an open source software which can be used in Windows, Unix and Linux. Below are some important applications of Cloudsim: [1]
Modeling and simulating data centers
Simulating virtual machines and allocating different policies to them
Dynamic incorporation of simulation elements; stopping, operating and resuming a simulation
Simulating and modeling network configurations used in data centers
Modeling federal clouds
Showing how a cloud space is built

We simulated the proposed algorithm using Cloudsim in Linux operating system. Simulated algorithms consisted of the proposed algorithm and FCFS algorithm (scheduling policy adopted in default in Cloudsim environment). The goal of scheduling the proposed algorithm was to minimize task completion time so that load balance between virtual machines would be ensured. In the proposed algorithm, therefore, we had to investigate two factors: task completion time and the balanced distribution of tasks between virtual machines. Imbalance degree for the measurement of imbalance between virtual machines is defined according to equations 11 and 12:

\[ T_i = \frac{\text{total task length}_j}{\text{num proc}_j \times \text{MIPS proc}_j} \] (11)

\[ DI = \frac{T_{\text{max}} - T_{\text{min}}}{T_{\text{avg}}} \] (12)

\( T_{\text{max}} \) and \( T_{\text{min}} \) show the highest and lowest values of \( T_i \) of \( T_{\text{avg}} \) of \( T_i \) mean of virtual machines.

First, a data center is established. Then, data center develops a combination of resources such as cpu, memory and bandwidth. Next, datacenter Broker is developed to simulate a Broker which interconnects the interactions between software layer as service and cloud provider. Broker operation is often in the side of this layer, which can find an appropriate cloud provider for allocating resources and services. This class sends the requests to datacenters for allocating virtual machines. Table 1 contains the parameters of cloud simulator. Table 2 contains parameters of the simulated algorithm.

<table>
<thead>
<tr>
<th>Table 1: Simulator Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>DataCenterBroker</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
**RESULTS**

In this part we show the results of the proposed algorithm and FCFS algorithm (the policy adopted in default in simulator environment). The goal of FCFS algorithm is to obtain the minimum completion time of each task, while the goal of the proposed algorithm is to select the optimal virtual machine for executing tasks, so that not only the reduction of completion time of all tasks but also load balance are ensured. To show the results, we employed a cloudsim based tool to model and analyze cloud computing environment. Unlike other simulation software which work with different programming languages, Cloud Analyst is a graphic simulation tool. In Cloud Analyst, simulation parameters can be adjusted by Wizard and simulation results can be seen in the form of diagram and tables. We executed these two algorithms for different cloudlets with the number of 100-500. Table 1 shows task completion time using Cloud Analyst software:

**Figure 2** shows mean imbalance degree of two algorithms with 100-500 cloudlets. According to the Figures 1 and 2, the proposed algorithm is more efficient than FCFS. This means that the proposed algorithm has ensured system load balance and reduced general task completion time.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tasks</td>
<td>100-500</td>
</tr>
<tr>
<td>Number of repetitions</td>
<td>50</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

$\alpha$, $\beta$, and $\gamma$ are three parameters for controlling relative weight of pheromone and the value of explorative data and load balance, the total of which should equal 1. Since load balance is one of the goals of the proposed algorithm, we set its relative weight on 0.5.
CONCLUSION

Cloud computing provides users with a virtual combination of resources via internet. Considering the dynamism of accessible resources, task scheduling is one of the most important challenges in cloud computing. Scheduling strategy is a computer science which has attracted much attention in the recent years. Many papers have been published to solve scheduling problem. In addition, various research fields, such as genetic algorithm and artificial intelligence, are seeking to solve scheduling problems. In this paper we addressed the issue of task scheduling in cloud computing environment. Scheduling is an Np-Hard problem. Np-Hard problems can be solved by a variety of solutions. Considering that ant algorithm suits dynamic environments and is able to solve Np-Hard problems, we used it as an optimal solution in the proposed scheduling algorithm. Ant algorithm, which is inspired by ant behavior, is able to select the optimal route between origin and destination resources. Ants can find the optimal route based on the left pheromone. The aim of the proposed algorithm, as inspired by ant algorithm, is to find optimal virtual machine for each task. The optimal virtual machine is selected based on the amount of left
pheromone, so the amount of pheromone has to be measured. To measure the pheromone, we used resource processing capacity, load balance, and data-aware scheduler technique. Data-aware scheduler technique suits dynamic and heterogeneous and prevents the formation of long waiting queues for allocating tasks to virtual machine. This technique selects the most appropriate virtual machine based on three factors of bandwidth, origin machine load, and destination machine load. In the proposed algorithm, we explained how to compute optimal virtual machine based on ant algorithm and data-aware scheduler technique while taking load balance into considering, so that the algorithm can ensure load balance and reduce task completion time. Then we explained the simulation of proposed algorithm in Cloudsim environment. Finally, we compared the results of the proposed algorithm and those of FCFS algorithm and showed the results in the form of two diagrams. According to the results, the proposed algorithm reduced general task completion time and ensured load balance. The mean efficiency of the proposed algorithm is better than FCFS algorithm. This means that the proposed algorithm can ensure load balance and reduce task completion time.

Recommendations and Future Works

Considering the materials presented in this paper, a variety of topics can be recommended for study and research. Cloud computing system, especially in the field of scheduling, offers good areas and contexts for research. We hope that dear students and researchers pay special attention to the importance and application of cloud computing. Below are the related topics which can be studied in the future:

- Proposing an optimal scheduling algorithm with consideration to other explorative algorithms
- Improving task scheduling with consideration to service quality and explorative algorithms
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